EmisChain
Whitepaper

An application of blockchain technology for road-transport emissions monitoring to support an emissions market and an in-use emissions-based tolling system in the EU

Beck R.,
Spasovski J.,
Gentile L.,
Manga Mukkamala A.
Contact information

European Blockchain Center
Name: Roman Beck
Address: Rued Langgaards Vej 7, 2300 København
Email: beck@itu.dk
## Contents

Abstract ................................................................................................................................. 2

Executive summary ................................................................................................................ 3

1 Blockchain and other Distributed Ledger Technologies .................................................. 4
   1.1 Blockchain foundations .......................................................................................... 4
   1.2 Blockchain implementations in different industries .............................................. 9
   1.3 Impact of blockchain on economic systems ......................................................... 12
   1.4 Blockchain and DLT in supply chain .................................................................. 13
   1.5 Large-scale applications of DLT systems .............................................................. 14

2 Requirements for a blockchain-based emissions monitoring system ......................... 15

3 Analysis of a possible blockchain-based emissions trading system for road transport 16
   3.1 DLT systems architecture of the emissions monitoring system ......................... 21
   3.2 Design considerations for the implementation of an emissions trading system ... 23

4 Maturity analysis of DLT systems for emissions monitoring ........................................ 25
   4.1 DLT systems for metering emissions transactions .............................................. 25
   4.2 High level technical description of the EmisChain architecture ......................... 27
   4.3 EmisChain system specifications and requirements ............................................. 34

5 Recommendations and Conclusions ............................................................................. 38

References ............................................................................................................................ 1
Abstract

The Paris climate agreement requires to improve current solutions to reduce pollution and fight global warming. Different market-based approaches to face the problem are available, such as emissions trading. However, in order to increase effectiveness of these approaches, several challenges need to be addressed. Blockchain technologies may represent an opportunity to create an emissions monitoring system collecting a large amount of data about vehicles and an emission trading system that allows emissions permissions to be traded in a decentralized peer-to-peer system. However, the adoption of blockchain for massive large-scale systems has still to illustrate its applicability.

This report is primarily intended to evaluate existing Distributed Ledger Technology (DLT) systems and their readiness for an emission monitoring and permission trading system associated with road transportation in Europe. Initially, we analysed requirements of the emissions monitoring system, executed a comparative analysis of the available blockchain technologies and identified limits of current DLT systems to fight global warming.

After executing scalability and performance tests on permissioned public DLT systems to store carbon emission data for the approx. 300 million vehicles on European roads, we identified DLT systems that are capable to handle the necessary transactions per second under different consensus mechanisms.

Subsequently, the requirements and involved stakeholders for the emission trading system are discussed. Such a system needs to build upon the emission monitoring system and ideally provides an autonomous trading mechanism that seamlessly interact. The proposed DLT system would be again a permissioned public solution that allows for smart contracts to create a trading market place. As part of the emission trading mechanism, mechanism design and nudging techniques are discussed, such as a safety valve system and a feedback mechanism to incentivize users to behave in the intended way.

This work concentrates on the feasibility of rolling out an emission monitoring and trading system on a DLT system in Europe and highlights the specifications, design elements, stakeholders, as well as performance and scalability considerations as information base for further discussions regarding feasibility of DLT systems to fight global warming in Europe.
Executive summary

If the Paris climate agreement is to effectively combat climate change, a market for trading emissions rights in the sector of traffic and transportation is needed to enable an economic incentive mechanism that will ultimately help reduce pollution. While some emissions-rights trading systems are already in place in certain countries or for specific industries, a Europe-wide system for enforcing emissions rights in traffic and transportation would face several challenges. Such a system would be very large; it would be responsible for tracking and tracing nearly 300 million vehicles on European roads, and would utilize onboard units to facilitate emissions rights management and auditing. Such a system would not only be one of the largest distributed computer networks in the world, but as a multinational system it would also face the complexities of enforcing the rules and norms that would ultimately reduce emissions across national borders. The use of a distributed ledger technology (DLT), commonly referred to as blockchain, would be one promising way of enforcing emissions rights in a multinational, decentralized system like this.

In this report, we introduce the organizational challenges of blockchain technologies. While the identity of the vehicles and owners would be known via national car registration systems, it is not clear what the governance structure of such a Europe-wide system would be, where the data would be stored, how the system would perform, and how such a system could provide incentive mechanisms to enforce, or, hopefully entice, vehicle owners to reduce emissions. Such a system would likely have to interact with other DLT and non-DLT system (e.g., national vehicle registration systems) in the logistics and transportation industries. As all vehicles would be also nodes in a large-scale blockchain system, we introduce the foundations of blockchain here to prepare the reader for the subsequent parts of the report, where we illustrate the “Emissions Chain” system (EmisChain for short), its functional and nonfunctional requirements, and evaluate existing DLT systems if they meet the defined criteria.

To understand the current state of blockchain applications in general, we briefly illustrate other large-scale blockchain systems that are in place or are under development, in order to illustrate how large-scale systems are currently designed and implemented, before we examine blockchain applications in the area of transport and logistics, since such applications are more relevant to the field of emissions-rights management. Subsequently, we introduce the high-level requirements and assumptions associated with EmisChain, which will be used in the following sections as a basis for the simulation and testing of different DLT systems in terms of their applicability for EmisChain. The emissions monitoring system comprises onboard units installed in 292 million vehicles on European roads, as well as all 115 thousand gas stations, which together will be used to record and triangulate gasoline consumption, driven miles, and emissions per vehicle. EmisChain is thus based on a network of units in vehicles and gas stations that confirms that the vehicle owner has the needed emissions rights when refuelling, and also measures the actual emissions of the cars and trucks in use.

In the following, we articulate the design and architecture of a blockchain system for metering and potentially reducing emissions. We also introduce the stakeholders of EmisChain, as well as the architectural configuration of EmisChain and the smart contracts involved. We describe the ledger system that tracks and traces the emissions and the market mechanism for trading emissions rights here as well. Since a large-scale blockchain-based system like this has never been implemented or even tested before, we must also evaluate the available DLT systems in other application areas. Some DLT systems promise high performance and scalability, while others feature a programming environment that allows for smart contracts to be coded for trading emissions rights. As the system will need to handle the reported emissions from nearly 300 million vehicles, the processing speed, or transactions per second, is an important feature, as is the corresponding consensus mechanism, guaranteeing the robustness of the system. Finally, the report offers conclusions and recommendations concerning considerations associated with a potential EmisChain roll-out.
1 Blockchain and other Distributed Ledger Technologies

1.1 Blockchain foundations

We are living in a digital economy, and our societies are continuously increasing levels of digitization by embracing technological innovation. According to the World Economic Forum [1], one of the top ten most disruptive technologies is “Blockchain”; in 2017 it was estimated that by 2025 the estimated business value of blockchain will be approximately $176 billion, exceeding $3.1 trillion by 2030 [2]. A more conservative estimate from 2018 by IHS Markit, speculates that the business value of blockchain will grow from $2.5 billion in 2017 to $2.0 trillion in 2030 [https://ihsmarkit.com/topic/blockchain-technology-reports-analysis.html]. Blockchain technology first became prominent in 2009 with the advent of Bitcoin, a decentralized cryptocurrency representing a major innovation in digital currency, enabling the transfer of money within a peer-to-peer network without any central authority. Blockchain is the underlying technology of the cryptocurrency Bitcoin. Most importantly, since blockchain is a type of distributed ledger technology (DLT), maintained and governed autonomously, new data entries are validated through a consensus mechanism—the participants in the network follow a set of rules to reach a consensus regarding the validity of new transactions [3].

Stated simply, a blockchain is a ledger with a set of special features that provide several advantages over a traditional registry log. In its most basic form, blockchain technology is a “decentralized database that stores a registry of assets and transactions across a peer-to-peer network. It’s basically a public record of who owns what and who transacts what. The transactions are secured through cryptography and over time that transaction history gets locked in blocks of data that are then cryptographically linked together and secured” [4]. This technology thus gives rise to a highly tamper-resistant ledger that serves as a technological source of truth among the peers.

Blockchain technology decentralizes information storage, reduces or eliminates the need of third parties, and provides trust through technology. Although Bitcoin was the first application to allow a global exchange of digital assets without the need for intermediaries, it is not the only one. Currently, various applications and platforms are being developed to reduce or eliminate friction in transaction-related processes. Blockchain offers an innovative alternative that opens the door to new ways of interacting, where trust is provided by technology.

Due to the disruptive properties of blockchain, such as removal of intermediaries (decentralized), all transactions are traceable (transparency) and permanent (immutable), and cryptographic protocols create a chronological chain of transactional data that is extremely difficult to defraud (tamperproof). Not surprisingly, therefore, blockchain technology has attracted much attention among academics and practitioners alike [5][6]. Another novel feature of blockchain technology involves computing protocols known as smart contracts, which are deployed and run on a blockchain so that contractual clauses are automatically executed (self-executed) when preprogrammed conditions are fulfilled [7]—for example, Ethereum smart contracts. The blockchain, along with smart contracts, provides the building blocks for many new application areas. Indeed, potential applications of this technology are not limited to the financial sector; rather, they encompass a range of industrial and social sectors. Based on the requirements of the application area, it is possible to use permissionless or permissioned blockchains, and public or private blockchains. Permissioned blockchains, in contrast to permissionless blockchains, restrict who can read or write data or validate transactions on the blockchain. Private blockchains, in contrast to public blockchains, allow only a selected set of users to connect to the network and interact with the blockchain (according to the permissioned criteria).

Since a blockchain is composed of a significant number of nodes, there must be a mechanism to synchronize the information and reach an consensus that defines which transac-
tions are saved on the ledger and which are not. This mechanism is called a consensus algorithm [8].

Traditional distributed systems, such as databases, are known for using crash fault tolerant (CFT) consensus mechanisms—meaning that they can continue to function even if nodes within the system begin to fail or crash [9]. Most blockchains use Byzantine fault tolerant (BFT) consensus mechanisms, meaning the system can tolerate some nodes within the system acting maliciously or crashing [10]. A BFT consensus system can handle up to one third of all nodes acting maliciously [11]. Thus, one way to break BFT would be to hijack over one third of all nodes to take-over the system.

Distributed systems, while theoretically more scalable than centralized systems, often produce different results in practice [12]. Blockchain technology suffers from several scalability issues, both in terms of physically storing the blockchain and in terms of the resources required for reaching consensus.

Consensus algorithms within blockchains ensure that all machines in the distributed system agree with changes made at any point in time. By enabling BFT consensus, no single machine can succeed in malicious acts against a distributed system [11]. The three main consensus mechanisms used in blockchains are: proof of work (PoW), proof of stake (PoS), and proof of authority (PoA)—otherwise known as Byzantine voting.

Proof of work (PoW) first dates back to 1993. According to the original paper [13] the main idea was to "require a user to compute a moderately hard, but not intractable, function in order to gain access to the resource, thus preventing frivolous use". The paper puts this idea into context by suggesting that machines sending emails should be forced to complete a moderately difficult computation that can be easily verified in order to decrease the rate at which spam emails can be sent. In 1997 Back [13] invented the PoW algorithm hashcash with the purpose of countering spam emails using SHA1 hashing problems. Hashcash currently has a wide range of purposes, including prevention of DoS attacks, but it is best known today as the consensus algorithm that secures the Bitcoin blockchain. Bitcoin’s version of hashcash works by creating SHA256 hashing based problems that can be verified in O(1) time but take O(2^k) time to solve, where k = 256 is the hash size. Miners on the Bitcoin blockchain solve the hashcash algorithm so that they can verify and add a block to the blockchain, and each block contains multiple transactions. The miners that successfully solve the hashcash problems and add the blocks to the blockchain are rewarded with Bitcoins.

Proof of stake (PoS) is an alternative to PoW involving no mining to achieve consensus; rather, the next node to create a block is selected based on its stake in the blockchain. The stake can vary depending on how the blockchain has implemented its consensus mechanism. In cryptocurrency blockchains, the stake is normally the number of coins the node holds. In non-cryptocurrency blockchains, alternative approaches are generally needed, as no stake exists by default. If cryptocurrency-powered blockchains were to use pure PoS then the richest node would be selected every time, meaning the blockchain would become centralized with a single entity controlling the blockchain consensus. This is why many cryptocurrencies such as Nxt, Blackcoin, and Peercoin use heuristics in their PoS algorithms. Nxt and Blackcoin add randomization into their selection formula, while Peercoin uses randomization combined with the practice of selecting only nodes that have not spent or received cryptocurrency for at least 30 days[14][15]. PoS does not require mining, thus allowing for lower energy requirements in contrast with PoW [16], comparable to running standard server equipment.

Proof of authority (PoA) or Byzantine voting is a commonly used consensus mechanism for permissioned environments where the validators of a network are known and trusted. Many private and public blockchains such as Hyperledger, Tendermint, Ripple, MultiChain, and Red Belly use PoA as the consensus mechanism [17][18][19][20][21]. PoA uses trusted validators for block creation, allowing the validators to simply vote on the validity of the block, and leads to high performance and scalability [22]. In selected
PoA implementations such as in Tendermint [17], voting power can be assigned to the validator nodes, making it possible to give some nodes more decision power over others.

The blockchain achieves a consensus via the built-in consensus mechanism as a governance system coded into the DLT system. This is the reason why it is important to apply a life-cycle approach when it comes to DLT/blockchain system governance standardization, which not only takes the design and implementation of a DLT system into account, but also considers the use and maintenance phase, and finally, the termination of the system. At this first level (I), deciding on a certain consensus mechanism—such as proof of work, proof of stake, or proof of authority—defines subsequent decision rights, and thus the overall governance system. At the second level (II), the governance of the DLT itself and the surrounding human and organizational agents must be considered. A consensus based on a single intersubjective and interorganizational reality must be established, in order to define how decisions will be made and how potential conflicts are to be resolved. At this level the code will decide who is allowed to participate, how to resolve disputes, and how votes or voting mechanisms work. The third level (III) is the governance structure, addressing the interoperability between and across different DLT/blockchain systems; governance and interoperability issues are addressed at this level (Figure 1).

![Figure 1: Levels of DLT/blockchain systems governance](image)

DLT/blockchain governance systems reveal a tension between resilience and scalability. In this context, resilience means the tolerance and even resistance of a governance system regarding faulty or malicious behaviour, whether fraudulent or simply due to lack of consideration. Scalability is the ability of a governance system to process a large number of decisions in a given period, and to even increase its rate as more agents participate in the network.

The duality of DLT/blockchain systems also needs to be addressed here, in that DLT can be viewed both as the governance system in and of itself and as the object needing governance. Since DLT/blockchain face the commonly recognized challenges of collective decision-making environments, we used insights derived from them to guide our discussion of DLT/blockchain system governance. DLT/blockchain systems comprise sociotechnical aspects of DLT implementation that require different aspects of governance—exemplified, for instance, by permissionless and permissioned systems. We advocate for a single DLT/blockchain system where possible, but as we will see in this report, multiple DLT systems are sometimes needed to fulfil the functional requirements.
We focus on permissioned DLT systems as the object of EmisChain governance. In this document, DLT systems governance is structured along governance mechanisms and governance episodes for three different types of DLT/blockchain systems, which are illustrated in Figure 2.

The need for DLT-specific governance emerges along three different types, depicted as A) to C) in Figure 2. This classification helps clarify the scope of the EmisChain DLT system governance. In type A) of DLT systems governance, all nodes can read DLT data and submit transactions. All nodes can validate transactions along the governance mechanisms defined during the systems establishment phase. In type B), all nodes can read DLT data and submit transactions, but only predefined nodes can validate transactions and initiate changes in the governance mechanisms defined during the systems establishment and operation phase. In type C), only predefined nodes can read DLT data, submit transactions, validate transactions, and initiate changes to the governance mechanisms defined during the systems establishment and development phase. As all systems must eventually come to an end of some sort, any DLT systems governance standard must also consider the termination of the system.

A DLT system such as EmisChain will require new forms of multistakeholder or decentralized governance. As an extension of Figure 2, we now turn to a discussion of additional characteristics of DLT systems. Distributed ledgers have many participating nodes that operate under a wide variety of organizational contexts, which may include:

- **Permissioned/Private**: Nodes are separate IT systems that are all owned by a single organization. (Type C in Figure 2 above)
- **Permissioned/Public**: Nodes are operated by separate entities (e.g., departments or geographic divisions) owned by or responsible to a shared top-level organization (e.g., a parent company, or jurisdiction). (Type B in Figure 2 above)
- **Permissionless/Public**: Nodes are operated by separate parties (individuals or organizations) who may have no shared interests and who may not recognize or be recognized by a clear source of authority. (Type A in Figure 2 above)

Traditional approaches to governance of IT can be directly applied to Type B and Type C, although the detailed strategies, policies, and management systems for DLT/blockchain systems may be different from those for conventional systems such as cloud systems or enterprise IT in general. For Type B, accountabilities and responsibilities for an entity may arise contractually in an outsourcing arrangement, rather than through ownership
by a parent organization, but this kind of arrangement is accommodated by conventional approaches to governance of IT. For Type A, hierarchical approaches to governance of IT can be effective to the extent that all parties jointly recognize a shared source of authority for their shared IT infrastructure. However, how to govern a permissionless and public DLT system that is not dominated by a single governing body is a problem that can be addressed using multiple approaches. For example, the Ethereum blockchain does not offer a built-in democratic mechanism that would allow users to change its rules. If a set of users do not agree with the rules, they can create a partial or complete copy of the blockchain and establish different rules for it—i.e., a fork. Other users can continue using the version of the blockchain they prefer or can use both versions.

In contrast, the QTUM blockchain features a built-in democratic mechanism allowing users to partially change its rules. This is made possible by a voting procedure called the decentralized governance protocol [23][24]. This example shows how forks may be avoided in certain situations.

In our context, on-chain usually refers to activities like transactions and emissions records that occur on the blockchain, while off-chain are activities do not occur on the DLT/blockchain. There is also the term side-chain, denoting activities occurring on the blockchain, but not on the main chain, such as on a fork of an Ethereum platform. These terms can also be used to refer to the blockchain types themselves.

EmisChain DLT systems governance may be achieved through mechanisms intrinsic to a DLT system itself, as on the QTUM blockchain (on-chain governance), or through interoperability with mechanisms extrinsic to the system, as on the Ethereum blockchain (off-chain governance). On-chain governance relies on the design of DLT to provide the mechanisms for defining, changing, and enforcing the operational rules of a DLT system. Off-chain governance relies on mechanisms external to the DLT system itself. Due to the need to coexist with existing DLT and non-DLT legal and regulatory frameworks, standardized technology environments, and commercial paradigms, we expect that the EmisChain DLT system will likely also interoperate with some degree of off-chain governance.

Off-chain activities occur when a DLT transaction requires the intervention of other DLT or non-DLT systems. Governance of other DLT and non-DLT systems should incentivize these systems to encourage coherence with the DLT transaction purpose. For example, Oraclize [25] is a non-DLT system that is incentivized by payments encouraging users to provide information to smart contracts. This system belongs to the family of oracles, that will be explained in more detail in Chapter 3.

The transparency of governance arrangements for a DLT contributes significantly to the trust that participants and stakeholders place in that DLT. A benefit of on-chain governance is the increased transparency of DLT/blockchain systems governance mechanisms and the availability of the protocols for changing them, as well as a record of the history of such changes. Furthermore, on-chain governance may provide certainty in multijurisdictional spheres.

To explain the potential of blockchain technology, countless use cases of blockchain applications are discussed internationally with a focus on different sectors such as healthcare, financial services, the manufacturing and industrial sector, charity, retail, real estate, transport and tourism, media, and government [26]. In government and the public sector, more than 100 government-led blockchain projects have been initiated in more than 30 countries already [27]. Trust and transparency is the main tenet that could be useful for addressing real-world challenges like fraudulent behaviour [28], data sharing in healthcare [29], [30] personal user-data management [31], and so on. Especially in supply chains and transportation logistics, trust and transparency between the different stakeholders could be ensured by using a shared, immutable ledger to identify and track the goods throughout the supply chains [32][33].
1.2 Blockchain implementations in different industries

In this section we describe how blockchain can be applied to positively impact three main areas: finance, supply chain management, and medicine. Like EmisChain, these three areas are characterized by high throughput as well as significant stability and safety requirements. Although there are a large number of use cases that have been established, most of them have only been developed as proof-of-concept at the beta or alpha stage [34], and some are only prototypes. In 2017, IBM claimed to have worked with more than 400 customers on prototypes and proofs of concept in different industries [35]. However, only a very few have reached the commercial production phase.

Finance is probably the sector with most active blockchain applications, and is likely the one with the biggest market value during the last year [36]. This is partly due to the fact that the first commercial blockchain application was the Bitcoin electronic payment system. However, another important reason lies in the complexity of the financial world, a context involving numerous parties and significant trust issues, which also offers many opportunities for improvement, factors which makes finance a fruitful starting point for applying blockchain. Some finance applications include and might include:

**Cross-border payments**: Every year cross-border payments worth more than 20 trillion dollars are made [37]. In the area of B2B transactions alone, there are steep fees at both ends of the transaction that could potentially be eliminated through using a DLT system [38]. Additionally, transactions can take several days, during which the money is available to neither the issuer nor the recipient. Peer-to-peer applications based on blockchain would allow international payments to be sent and received at a faster rate, at a lower cost, and with greater transparency (traceability), and thus reduced risk. For example, Ripple has developed a DLT platform on which several payment initiatives are currently under development. In April 2018, Santander Bank launched One Pay FX, a remittance service based on the Ripple platform that allows transfers to several countries and reduces the transaction execution time from four days to just one day [39]. The same company created a product called xRapid that is being used to send US dollars from the United States to Mexico, where the recipient directly receives Mexican pesos [40]. The process takes only a few minutes and is significantly cheaper than a traditional remittance operation. The emissions market we describe in Chapter 4 will also benefit from this cost- and time-reducing feature of blockchain technologies.

**Loans and mortgages**: Loan and mortgage processes are complex and involve several stakeholders. The required paperwork generates inefficiencies and sometimes errors. By making use of blockchain properties, a business network could deliver relevant information in real time to each stakeholder regarding the status of an asset and its related documents. Each stage of the sales process of an asset and a financing transaction could make use of smart contracts; for example, smart contracts could be used to enforce the rules of a business or automatically transfer the ownership of an asset [41]. Additionally, during the process, the actual status of a payment could be easily tracked and would be verifiable with documentation at any point in time. This would allow financial institutions to provide added value and security to the participating transaction parties.

**Trade finance**: Trade finance operations require the certification (often manual) of numerous documents. These documents serve to prove that certain goods are at a certain destination and that their transport and load meets specific conditions. The parties involved include customs, port authorities, transporters, and sanitary authorities, among others. The complexity lies in handling and tracking the documentation used by these parties. A blockchain platform could integrate these tasks into a business network that digitally approves documentation and that would serve as a single source and location for all parties [42]. Insurance could be automatically issued and claims could be paid according to rules translated into the code of the relevant smart contract. This would significantly reduce delays by eliminating the need for manual handling of documents [43].

**Know Your Customer (KYC) and identity management**: anti-money laundering (AML) rules are becoming stronger and banks are being increasingly forced to perform
more validation activities to verify their clients [44]. This creates costs and frictions in financial processes and reduces the pace of business, which may also reduce the quality of the experience for the client. Blockchain has been presented as an alternative that is currently being analyzed by consortiums of financial institutions as it makes its way toward becoming a real application [45]. The blockchain application would verify a customer’s information each time a bank account is opened, and an encrypted KYC record would be stored in a DLT system. Regulatory authorities and the financial services industry would have access to this information and allow KYC verification operations to be carried out quickly, while at the same time complying with AML regulations [46].

DLT/blockchain-based systems, in this case, would offer a unique and uniform source of data, improve efficiency by decreasing verification times, and provide greater transparency.

**Food industry:** There is a constant demand for greater food safety, availability, and freshness. When we buy food in a supermarket or restaurant, we trust its origin and safety. However, the difficulty of guaranteeing the origin of products that enter the supply chain and their proper handling across it represents a huge challenge for the food industry. DLT systems would make it possible to create a network involving producers, transporters, distributors, and even authorities. As such, the producer would register the products delivered to the supply chain, the transporters would register the transport conditions, and the authorities would register the controls they implement. The information shared would reduce friction and inefficiencies in the supply chain and would provide transparency to the industry and added value to the end user [47].

In this context, **blockchain is a system for storing supply chain data that is shared by everyone, but that no one entity completely controls.** This presents an advantage over traditional databases, because no one entity is responsible for managing the data. In the specific case of EmisChain, data would be shared among European countries, but none of them would be able to modify data in an arbitrary way or could be the only entity responsible for hosting or controlling the data. Data would be modified according to a predefined set of rules and all European countries would be responsible for hosting a copy of the data.

Currently, several companies have made successful blockchain prototypes in different countries. In a pilot project, Walmart used the platform developed by IBM Food Trust and was able to track a shipment of mangoes and obtain information on their origin in a couple of seconds, something that traditionally takes six days [48]. Nestlé has also tested a blockchain-based system to track the origin of food used in processed baby food [49]. These two companies are part of a consortium of more than 90 entities seeking to provide the end-consumer with greater transparency and safety [50].

Another potent use of DLT/blockchain would be to identify food implicated in food-poisoning incidents. In June 2018, after months of research, the FDA was able to identify the source of food that caused the hospitalization of 200 people and the death of five more [51]. This time and effort could almost certainly be significantly reduced by blockchain/DLT and would allow authorities to act in a more targeted manner to prevent further impacts during these types of events.

**Counterfeit prevention:** The manufacturing industry has fought tirelessly against the counterfeiting of goods, which not only negatively affects the economy, but sometimes even endangers individuals. Blockchain has the capacity to not only provide a mechanism for guaranteeing the origin of a product but could also determine its location and ownership in an efficient manner. Everledger is one of the pioneering examples of providing a mechanism to guarantee the origin of a product [52]. This company records a digital representation of a diamond on a blockchain, based on its unique physical characteristics. This guarantees the legal provenance of a diamond for the consumer and offers the industry a mechanism for combating the negative consequences of the illegal diamond trade.
Provenance is an organization whose blockchain platform allows large and small producers to connect with transporters and other players in the supply chain [53]. Each member records information about a product that includes not only its origin, but also information about its impact on the environment and the working conditions of those who produced it. End consumers can use mobile phones to scan a product label, get detailed information about the product, and make a more informed purchasing decision.

**Logistics:** Every year, several trillion US dollars’ worth of goods are distributed globally, and about 80% of them are transported by sea [54]. International trade documentation, sanitary controls, and monitoring procedures generate high costs and reduce the speed of such distribution. This is largely due to the fact that participants in the supply chain have generally independent systems that do not communicate efficiently or do not communicate at all, creating great friction and inefficiencies. A blockchain platform called TradeLens, created by IBM and Maersk, has been designed as a tool for increasing the speed of processing trade documents in the supply chain from end to end [55]. This tool connects exporters, transporters, ports, authorities, administrators, and importers in the network and provides visibility throughout the chain, allowing participants to communicate about events related to the cargo in real time. In addition, it digitalizes trade documentation and automates its completion while allowing authorities to quickly approve and stamp it at different stages and across different countries and borders. TradeLens is implemented on Hyperledger Fabric. More details on this technology are presented in Chapter 4. We discuss logistics and supply chains application in more detail in Section 1.4.

**Medical records:** Currently, medical records are typically stored in cloud-based databases belonging to hospitals and other medical service providers. Because of their importance to people’s privacy, administrators spend large sums of money to ensure the security and integrity of such data. Additionally, access by other hospitals or health care providers is difficult because their systems may store information in different formats and communication is not always efficient. Blockchain could provide a solution: if medical records were directly or indirectly stored in a blockchain network involving physicians, hospitals, pharmacies, laboratories, insurance companies, and patients themselves, patients would have a full control over their records and could give consent for access and modification, and hospitals and other providers would have a single place where information was always updated and available. Estonia has developed this concept on a national blockchain platform that stores the e-Health records of its citizens [56]. It allows physicians to easily access patient records in real time while recording each time they are accessed, thus ensuring patient safety. In an emergency, any service can access critical information, such as blood type, allergies, recent treatments, or pregnancy, for example. Patients can access their records through their cell phone as well as manage the records of their children or of other individuals who have authorized access. Estonia has implemented this system on a private and permissioned version of KSI blockchain running on an Estonian government network [57].

**Pharma logistics:** The use of blockchain mentioned in the logistics industry could be extended to the drug supply chain. A blockchain platform integrating suppliers, logistic operators, wholesalers, and distributors would guarantee the provenance of a product. The authenticity of each product could be tracked and verified at every stage of the supply chain. Additionally, with the use of Internet-of-things (IoT) technology it would be possible to verify the transport conditions, and if a medicine were to break its cold chain or were subjected to improper environmental conditions, it could be returned immediately on the basis of improper handling. FarmaTrust [58] and MediLedger [59] offer two examples of how blockchain is currently being used to improve the pharmaceutical industry. Their solutions contribute to reducing the counterfeit drug problem responsible for the death of hundreds of thousands of people each year. In addition to providing patient safety, these applications have the ability to significantly reduce costs for reprocessing, transportation, and counterfeit losses, which could, in turn, reduce pharmaceutical prices in the marketplace.
Efficient management systems: Payers and providers of medical services face great challenges related to the efficient handling of claims. Companies must provide significant resources, expressed in time and manpower, to reconcile claims and make payments. A private blockchain network would integrate the actors involved and serve as a single, true source of real-time information concerning the filing, submission, and status of a claim. With millions of transactions per day, a health care network could thereby optimize its resources, streamline payments, prevent errors, and improve the overall settlement workflow. This would not only offer significant savings to the network, but would also improve workflow and service-provider satisfaction by reducing the time and effort necessary to receive payments. Change Healthcare has developed a solution applying these principles that promises to provide a mechanism for streamlining the interaction between hospitals, physicians, and payers [60].

1.3 Impact of blockchain on economic systems

Currently, multiple industries and sectors are working intensively with DLT/blockchain-based systems at different levels of maturity and at different stages of real-word implementation. Its potential to change business models and introduce significant transformations in industries, organizations, and governments will significantly impact both societies and the global economy. Bitcoin and the thousands of other cryptocurrencies that have emerged in recent years represent one of the greatest economic impacts of this technology at its nascent stages. The World Economic Forum (Sept. 2015) estimates that by 2025 at least 10% of the global GDP will be stored on blockchain platforms. The global economy is complexly connected as never before, with much of the economy substantially dependent on the US dollar, which currently serves as the world’s reserve currency and the anchor currency for more than 60% of all nations [61]. As such, much economic power is centralized within the US government and economy, and it is precisely this central locus of power that cryptocurrencies could disrupt or significantly transform. As electronic payment methods based on blockchain are increasingly adopted, the dynamics of international trade, foreign relations, and diplomacy may change substantially.

However, the impact of blockchain may not be limited to the way we transfer monetary value on a global scale; rather, blockchain technology also paves the way for the creation of other technologies that would enable the transfer of value in different ways through new models of trust in common transactions. Through blockchain technology, value creators such as artists, composers, and designers would be able transfer this value to their clients or consumers simply and directly, with fewer intermediaries. This technology would make it possible to track and control the reproduction of a work, royalties, and advertising revenues, all on a consumption basis. In the same way that the music industry went from selling records to selling songs, blockchain would make it possible to bill customers according to how often or how long their music is played using more efficient payment systems. Intellectual property concerns could be managed on blockchain platforms that protect artists and producers and facilitate increased fairness in the trade of artistic works. As such, blockchain has the capacity to substantially disrupt the media industry through new micropayment-based pricing models, by limiting the possibilities of piracy, and by bypassing content aggregators, platform providers, and royalty collectors [62].

In recent years, digitization has also facilitated the emergence of new business and consumer models, such as the sharing economy. It is estimated that the revenues from this sector will reach 40.2 billion US dollars in 2022, up from 18.6 billion US dollars in 2017 [63]. Despite offering economic, social, environmental, and practical benefits, the sharing economy features centralized asset management, and business models are not fully equitable in the distribution of the value generated. This economic model has spawned giants like Uber and AirBnB. These kinds of companies accumulate value in an inequitable way and are subject to attacks that compromise the privacy and security of their users [64]. DLT systems and blockchain would enable the inclusion of self-regulating and self-controlling elements that would give users the opportunity to
manage and govern the platforms used, ensuring a more equitable distribution of value. Additionally, blockchain could facilitate micropayment mechanisms, which would improve efficiency and ameliorate security and privacy concerns for users. New blockchain-based applications are constantly under development. These new applications generate value in entirely new ways, increase the numbers of ordinary people involved in economic activities, and contribute to a more inclusive economy [65].

But how global is our economy really? According to the International Monetary Fund, as of 2016, nearly two billion people had no access to a bank account [66]. This problem excludes this population from the global economy, which is one reason that the financial services and telecommunication industries are seeking solutions; for example, the use of mobile phones for banking instead of actual bank accounts. However, combining mobile communication with blockchain technology could potentially lead to even greater improvements. Lower-cost direct international transfers, fraud prevention mechanisms that make bank accounts safer, and identity certification systems [67] are some of the blockchain-enabled features that could improve banking access for this population. Nevertheless, it remains difficult to assess whether blockchain will reduce the basic problem of inequity [68]. While Bitcoin and other blockchain-based payment mechanisms in theory may allow currently excluded individuals to become part of the global economy, with about 97% of Bitcoins currently concentrated in the hands of a few individuals it seems to be unlikely that Bitcoin is becoming an alternative for the unbanked [69]. Furthermore, there are also many non-technical factors that would impact the possibility of a massive adoption of technology for fair and economically beneficial purposes.

1.4 Blockchain and DLT in supply chain

Logistics and supply chains: The logistics industry is very competitive and is also highly fragmented. Its value chain comprises countless players and stakeholders and faces many challenges, such as data silos, lack of transparency, unstandardized processes, and so on. The various regulatory requirements, in particular, create a huge administrative burden for this industry, as they are primarily paper-based, manual processes. To address this problem, Maersk and IBM joined forces to create TradeLens, a global blockchain-based system that helps digitize trade workflows and shipment tracking [70]. Other blockchain-based initiatives have tested alternative solutions [71] to manage the so-called bill of lading, which also plays a central role in international shipping regulations. Another use case is offered by Blockshipping, which is developing a blockchain-based global shared container platform to provide a global container registry along with real-time container location information [72] intended to not only reduce the number of empty containers shipped, but also reduce carbon emissions.

In general, a supply chain constitutes a complex network of different stakeholders; hence, products must travel through retailers, distributors, transporters, storage facilities, and suppliers. Reporting a product’s tracking data on a blockchain would improve customer access, enhance transparency and traceability, and substantially reduce the massive problems of counterfeiting and food contamination. Thus far, experimental blockchain prototypes have been used to not only digitize workflows but also to trace counterfeit products and track the origin of products, which would improve the efficiency of supply chain management. For example, a blockchain-based system has been prototyped and tested in the garment supply chain of the textile industry to ensure the transparency of ethical and sustainable business practices and verify the garment’s history. This application would allow consumers to scan the QR code or NFC-enabled label of a product with a smartphone app and then browse through the origin and history of the product [73]. Similarly, another company, Everledger, developed a blockchain-based system devoted to tracing and tracking the origin and ethical sourcing of high-end goods such as diamonds, wine, and artworks [73][74].

Retail giant Walmart, in collaboration with IBM, has completed two blockchain pilots based on Hyperledger fabric (pork in China and mangoes in the Americas) for food provenance [75], one of which successfully reduced the time needed to track mango ship-
ments from 7 days to 2.2 seconds. In August 2017, other food giants such as Kroger, Nestle, and Unilever joined Walmart in collaborating with IBM to use blockchain to improve food safety through tracing and tracking goods in enhanced supply chains [76]. Chinese e-commerce giant Alibaba has also used blockchain to fight counterfeit products on its platform: using QR codes, Alibaba customers can scan and read the history of product that is stored on blockchain system [77]. Recently, Accenture (a Dublin-based consultancy) and Thales (a French multinational aerospace and defence systems provider) partnered and presented a tailored blockchain prototype built on Hyperledger fabric to generate tamperproof cryptoseals appended to parts produced for the aerospace and defence industries. The purpose of this blockchain-based prototype is to verify the authenticity of parts and supplies across the complex and heavily regulated industry-specific supply chains [78]. Most of the prototypes are tested to evaluate feasibility in implementing blockchain-based systems in real-world scenarios. A number of industry-specific blockchain projects are currently being developed to improve transparency and traceability in supply chains. However, while many projects are in the experimentation phase, very a few large-scale applications are nearing implementation.

1.5 Large-scale applications of DLT systems

Everledger is a success story in this developing field, in that it has already digitally certified over one million diamonds and records every diamond’s information on its blockchain indefinitely, offering a clear audit trail for stakeholders. “While Everledger does not provide technical details on their solution, it claims to use a hybrid model between a public/private blockchain to benefit from the permissioned controls in private blockchains” [79]. In China, Alibaba through its subsidiary Ant Financial, launched a private, proof-of-work blockchain to track charitable donations. The blockchain-based charity platform AntLove not only records the donations of approximately 450 million Alipay users, but also connects them to various charitable groups and nongovernmental organizations [80][81].

Dubai has launched a citywide blockchain strategy with a stated goal of being “the first blockchain-powered city by 2020“ [82][83]. Singapore’s central bank has completed a proof-of-concept trial of using DLT systems for domestic interbank payments and has announced that it is now ready to use the blockchain technology for interbank payments [84]. ID2020 is a project using blockchain technology to provide “global identity or proof of identity” to people who do not have official documents to identify themselves. The ID2020 alliance expects to move from prototype to implementation with the aim of supporting more than seven million refugees from 75 countries by 2020 [73]. It uses the Enterprise Ethereum Alliance’s permissioned blockchain protocol [85]. Commonwealth Bank of Australia and its logistics clients launched a successful blockchain pilot to track the global shipment of almonds. The coalition successfully tracked and managed a shipment of 17 tons of almonds from Australia to Germany [86]. In another example, the number of Chinese electronic invoices is forecast to reach 54.55 billion by 2022. Since current electronic invoice systems in China face nearly intractable hurdles in the process of invoice circulation, China Aerospace Science and Industry Corporation is switching to a blockchain system for electronic invoices in order to ensure authenticated invoice issuance, and efficient, traceable, and cost-effective oversight for tax authorities [87].
2 Requirements for a blockchain-based emissions monitoring system

A basic implementation of the emissions monitoring system in the EmisChain project would include onboard units fitted in all 292 million vehicles currently registered in the EU. The onboard devices would register the distance travelled by vehicles twice per day. All of the EU’s gas stations (approximately 115 thousand) would require hardware units to register the amount of fuel consumed by each vehicle, thus confirming the general validity of the data registered from the vehicle’s onboard unit. Numerical data would be sent from the gas stations and the onboard units and directly uploaded to the blockchain.

From a technical perspective, any DLT or blockchain system supporting smart contracts can be tokenized, meaning credits or currency can be incorporated into the system in the form of a token that symbolizes tracking and recording purposes. This functionality can be used as a base for an economic model such as an auctioning mechanism for trading emissions rights. A future implementation of the onboard unit would also be capable of capturing other data, such as speed, time, location, and G-force, which could be provided as input to optimization algorithms that could then be used to suggest alternative driving routes or to implement other means of improving the carbon footprint of each vehicle.

Blockchains are tamper-resistant systems, meaning that it would require great effort to attempt to manipulate any saved data. Blockchains may be tamper-resistant, but they do not safeguard against incorrect data being loaded onto the system, meaning any data produced on hardware that has been tampered with could be loaded onto a blockchain. In our case scenario, having two points of data entry (the vehicle hardware and gas station hardware) would minimize the risk of incorrect data being loaded due to data corrupted by hardware tampering. The main risk to be considered would be a situation where both the gas station hardware and the onboard hardware were tampered with in an undetectable manner. Approaches like auditing suspected onboard unit tampering or video surveillance at gas stations could be used to prevent such malicious activity. The integrity of the transaction communications are assumed secure for testing purposes, but possibilities of real-world tampering is an important issue in need of further study.

The data sent to the EmisChain blockchain would have to be scheduled to help distribute the generated load, as all 292 million devices registering data concurrently could cause the cache storing the unprocessed transactions (referred to as a mempool) to overload. The size of the mempool in many blockchain implementations is dependent on the size of the machines hosting the blockchain. The size of the data packages sent to the blockchain also determines how fast the blockchain mempool fills. In a concrete example where we assume smaller data packages are sent, a mempool could easily store over one million unprocessed transactions using under 1GB of memory.

The test simulations in this report will help to approximate the machine specifications required alongside the performance feasibility of this project. The process of creating the test simulations can be divided into five steps. The first step sets up a blockchain environment replicating a potential blockchain environment hosted by the EU. The second step designs the synthetic load the blockchain would receive. The third step runs initial tests providing various testing parameters. The fourth step tests the blockchain environment using the synthetic load and parameters obtained from the previous step. The final step analyses the test results that contained critical performance and scalability data.
3 Analysis of a possible blockchain-based emissions trading system for road transport

Emissions trading is a market-based approach for controlling pollution [91]. In its most general form, a central authority allocates or sells a limited number of emissions allowances permitting the discharge of specific quantities of a specific pollutant in a specified period of time. Polluters are required to carry emissions allowances that are equal to their actual emissions and must purchase emissions allowances from others willing to sell them if they want to increase emissions. Polluters are thereby also incentivized to reduce their emissions, since they can sell any unused emissions allowances.

Figure 3 shows a high-level flowchart description of the DLT-powered emissions trading system that we propose. In order to understand how the proposed emissions trading system works, it will be useful to identify three phases: 1) granting emissions allowances to an initial list of allowed users; 2) updating the list of allowed users, taking into consideration requests to join the emissions trading system; and 3) Dutch auction as a mechanism for selling emissions allowances.

While the first two phases require the intervention of a regulator, the Dutch auctions to trade emissions allowances can be organized in a completely peer-to-peer manner among the users of the emissions trading system.
Figure 3: Flowchart of the proposed emissions trading system.
The suggested system is a variation of the existing cap-and-trade system known as the European Union Emission Trading Scheme [92]. This approach gives users an initial amount of emissions allowances. An emissions allowance permits the holder to emit one metric ton of CO2. If users comply with emissions allowances, the system guarantees a cap on the total emissions of CO2. Its adoption, however, has demonstrated that the system is afflicted by the following problems [93]:

- Due to the number of economical, technological, and social factors that influence future emissions, predicting the amount of emissions is a complex task. Since emissions caps are defined on the basis of future emissions predictions, faulty predictions may result in defining emissions caps that are not stringent enough to drive a significant reduction in emissions;
- Granting emissions allowances may not consider the different economic objectives among countries. This could increase disparities between developed and underdeveloped countries.

Increasing the accuracy of future emissions predictions and defining a politically viable policy of granting emissions allowances would require a tracking system with low granularity and a large amount of available data based on an immutable database like a blockchain.

Emissions allowances are traded by using a Dutch auction—i.e., an auction mechanism in which the auctioneer begins with a high asking price and lowers it until a participant accepts the price. This type of auction is good for auctioning goods quickly, since a sale never requires more than one bid. In the context of the blockchain implementation of an emissions trading system, it means that exactly one transaction is required to sell an emissions allowance. An auction mechanism such as a second-price sealed-bid auction would require many more transactions.

Without an available dominant strategy, the drawback of a Dutch auction is that if users seek to maximize their outcome by bidding strategically, they must use all available information about other users to estimate their expected bids. This could require a lot of analytical power. Moreover, it does not incentivize users to bid truthfully and it may result in a high variance in auction revenues.

However, in the context of a DLT or blockchain system, minimizing the number of transactions necessary for the system to work is essential, since transactions typically imply an explicit monetary cost dependent on the congestion of the network. Also, minimizing the effort of the network saves resources. This is why we suggest a Dutch auction mechanism. For a more detailed explanation of different auction mechanisms, see [94].

A seller is allowed to set an initial price and a reserve price for every emissions allowance to be sold. The reserve price is the minimum price at which the seller would sell the emissions allowance. This offers a certain degree of freedom to users. Since such a system must follow principles that are perceived as fair and just in order to reduce carbon emissions, the system suggested here partially limits the freedom of buyers and sellers by adopting a so-called safety valve instrument [95]. This means that from a market-engineering point of view, the regulator has a certain degree of control over the market. In particular, the regulator can set a floor and ceiling price for emissions allowances to prevent carbon emissions allowances from being traded at a price that is below a certain threshold that is necessary to reduce emissions effectively. In an extreme case, if polluters received emissions permits for free, they would have no incentive to reduce their emissions at all, because if they did so, they would most likely receive fewer pollution emissions allowances in the future [96].

Such an undesirable incentive mechanism can be alleviated if permits are also auctioned during the granting phase—i.e., sold to polluters, rather than given to them for free [97]. Again, we suggest the Dutch auction mechanism here. Revenues from auctions pass to the government and can be used for restructuring the economy to further
reduce emissions and increase sustainability [98] or to cut distortionary taxes, thus improving the efficiency of the overall cap policy [99].

Allocating allowances without cost could be also be used as a measure to protect domestic firms that are exposed to international competition [97]. In other words, a firm that pays for allowances may be at a competitive disadvantage to firms that are not subject to the same regulations. While this argument may have been valid in the past in the context of the European Union, the purpose of the proposed emissions trading system is to compensate for the drawbacks of auctioning emissions allowances by improving the fairness of how allowances are granted, which should lead to significant environmental advantages in the medium and long term.

The level of abstraction of the flowchart in Figure 3 shows how the proposed emissions trading system fits with the event-driven programming paradigm that characterizes smart contracts. In the context of smart contracts, the events that determine the flow of the program are external user actions called transactions.

The emissions trading system is based on the following smart contracts:

- The main emissions trading system smart contract manages the information and transaction flow of the emissions trading system
- The user smart contract represents a system user and is used by the main smart contract to manage users

A transaction must not necessarily be triggered or completed by a human being, as it can also be initiated by another system. The latter is usually the case in the context of “oracles”, such as the one provided by Oraclize [25]. Since smart contracts, by design, cannot fetch external world information by themselves, this information is provided by an external service called an oracle. In our context, an oracle is required to provide travel information about vehicles coming from the emissions tracking system to the smart contracts of the emissions trading system.

Table 1 provides an initial list of potential stakeholders of the EmisChain system. We divide the stakeholders into direct stakeholders and indirect stakeholders according to their type (governmental, commercial, administrative, user).

**Direct stakeholders** are stakeholders who interact directly with the system, which is the reason why they are mentioned and modelled into the architectural schema of EmisChain in Section 3.1. **Indirect stakeholders** are stakeholders who still benefit from the system, but do not interact directly with it. Indirect stakeholders are vehicle producers—since they may have an incentive to produce low-emissions vehicles, if the market request increases—vehicle maintainers, and logistic companies, since they may have anonymized cumulative travel information that could be used to improve their processes. National law enforcement agencies represent a further indirect stakeholder group.

In the context of the emissions trading system a user may be any entity interested in trading emissions allowances (e.g., vehicles drivers, a private company, a state); however, the emissions monitoring system focuses on vehicles alone. For this reason, we will henceforth specifically consider the case scenario in which users are vehicle drivers.
<table>
<thead>
<tr>
<th>Direct stakeholders</th>
<th>Gas stations</th>
<th>Regulator: defines the functioning of the emissions monitoring system and the emissions trading system. It covers the following tasks: Grant emissions allowances; Define policy to identify, accept or reject users; Create/update list of allowed users; Define price floor and ceiling for emissions allowances; Define any other rule of the smart contract (compute price, sell an emissions allowance).</th>
<th>Vehicled drivers: if they reduce their emissions, they receive a direct economic benefit through the opportunity to sell their unused emissions allowances in the emissions trading system.</th>
<th>Oracle: the system pays an oracle to provide off-chain information. EU agency for the development and maintenance of the system.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indirect stakeholders</td>
<td>Vehicle producers: they have an incentive to produce low emission vehicles, if the market request increases.</td>
<td>National law enforcement</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vehicle maintainers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Logistic companies: they have anonymised cumulative travel information, that could be used to improve their processes.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1: Stakeholders in an EmisChain environment**
3.1 DLT systems architecture of the emissions monitoring system

The synergy of the defined emissions trading system with the emissions monitoring system described in Section 2 facilitates checking if each network user is in conformance with the emissions constraints in terms of the number of allowances purchased.

In Figure 4, we present a high-level description of how the two systems can be integrated.

![Diagram](image)

**Figure 4:** Integrated emissions monitoring and emissions trading system

A fine or a malus in terms of social score can be adopted as negative feedback, while a bonus in terms of social score can be adopted for positive feedback. The purpose of the social score is rewarding or penalizing users based on their behaviour. Note also that users are allowed to trade emissions allowances at any time. The system checks if users behave according to the number of emissions allowances they own every time they make a request to buy gas at a gas station. If this check fails, another type of negative feedback the system could impose on the user is refused of the request to buy gas.

Figure 5 provides an illustration of the entire EmisChain architecture, including the emissions monitoring system and the emissions trading system.
Figure 5: Architectural schema of EmisChain
The emissions monitoring system is based on the **Tendermint blockchain**, presented in more detail in Chapter 4.

The Tendermint blockchain acts as a data storage layer for the emissions monitoring system; all vehicle travel and gas usage information is stored on it. An estimated 300 million vehicles will join the network, while the number of gas stations is estimated at roughly 100,000 [100][101].

To test the emissions monitoring system, all **transactional data** from the vehicles and gas stations **will be validated by 30 validators**, with each member of the **European Union being represented by one validator**. There are more validators than actual EU member states in order to ensure a certain degree of flexibility.

To mitigate the problem of **distributed denial-of-service attacks** (DDoS) [102] on the validator network, a **sentry node architecture is proposed** as described in [103] and further discussed in the following chapter. Note that DDoS is a potential problem since private vehicles can interact with the system.

We now consider the emissions trading system. Any blockchain with full smart contract functionalities would be suitable for implementing the emissions trading system detailed in Figure 3. However, the blockchain should also include a Turing-complete scripting language. Since Ethereum is the most popular blockchain with the highest market cap that includes this feature, we would use the **Ethereum blockchain for our EmisChain emissions market place implementation**.

Bitcoin would not be suitable because its scripting language lacks Turing-completeness and blockchain-blindness [104]. Lack of Turing-completeness implies that loops are not available in the language; however, our emissions trading system requires a loop to verify the behaviour of all users. Blockchain-blindness means that blockchain data are not visible as a timestamp in the context of a script; our emissions trading system requires timestamps in order for the Dutch auction algorithm to function properly.

Taking into consideration that the European Union wants to control who can be a validator in the network, **we propose a permissioned version of Ethereum** that is public in the context of the European Union. More specifically, the European Union will define the rules of the governing body or agency overseeing EmisChain to decide who can join the network (and can see the data entries) and who can be a validator.

### 3.2 Design considerations for the implementation of an emissions trading system

Emissions trading systems have been strongly criticized in the past [93]. Taking this into consideration, we have designed the proposed system to anticipate problems regarding future emissions-prediction difficulties, as well as problems identified in past attempts regarding lack of functionality of emissions allowances from a market mechanism point of view. In particular, our system addresses the lack of fairness related to the distribution of emissions allowances. While scalability has been widely investigated in this work, a prototype of both the emissions monitoring system and the emissions trading system would be useful for:

- Validating and stressing the economical functioning and environmental effectiveness of the system;
- Optimally tuning the parameters of the system:
  - Weighting applied based on specific properties of the EU member states—e.g., GDP, population, etc.—in order to test different concepts of fairness related to granting emissions allowances;
  - Policy strictness regarding identifying, accepting, or rejecting users;
  - Price floor and ceiling related to emissions allowances;
  - Degree of positive and negative feedback given to users according to how well they comply with the constraints defined by the emissions allowances they own;
• Defining a policy for granting the Ether tokens required for interacting with the emissions trading system implemented on the EU permissioned public Ethereum blockchain;
• Understanding what user experience design choices might be best suited toward maximizing the usability of the system, by giving a selected list of users the opportunity to try the system;

In order to explore the key factors above, the prototype should be executed in different initial simulated scenarios.

Each scenario is characterized by:

• Countries:
  ▪ CO2 level: amount of CO2 measured in the country;
  ▪ Emissions trading market policy: when the country should buy or sell emissions allowances;
  ▪ Owned emissions allowances: amount of emissions the country can emit;
  ▪ CO2 emissions: amount of emissions the country emits;

• Vehicles:
  ▪ Emissions-trading market policy: when the vehicle buys or sells emissions allowances;
  ▪ Owned emissions allowances: amount of emissions the vehicle can emit;
  ▪ CO2 emissions: amount of emissions the vehicle emits;

• Gas stations:
  ▪ Feedback policy: the type and degree of positive or negative feedback the gas station should give to users according to how well they comply with the constraints defined by the emissions allowances they own;

Scenarios change according to events—e.g., a vehicle goes from a place to another, a vehicle buys gas, an emissions allowance is traded. The key factors above make it possible to test the response of the CO2 level of a certain country following system adoption, how quickly the CO2 level decreases, and how effective the feedback policy of a gas station is in relation to a set of vehicles following the same emissions-trading market policy.
4 Maturity analysis of DLT systems for emissions monitoring

4.1 DLT systems for metering emissions transactions

DLT and blockchain systems promise to solve a critical problem in traditional transactional systems, which are controlled by a single authority rather than a governing body or all entities involved in the transactions [105]. Blockchain systems are classified as distributed systems but generally differ from traditional distributed systems in two major areas: how consensus is achieved and how data are stored [106].

Traditional transaction systems are typically centralized, with a single party controlling and managing all data. The primary goal of DLT systems is to create a politically and geographically decentralized (distributed) environment with no third party in control of the data. Data tampering on a blockchain is easily detected through the data structure—the most common structure is called the Merkle tree [107]. Since the data structure can easily detect any data tampering, the consensus mechanism checks the validity check of all data at every block insertion [108].

In cases where a single party possesses the data write privileges, it would make most sense to use a traditional centralized distributed database for performance and scalability reasons [79]. Given that EmisChain will mostly likely be run by a consortium of EU countries, or by the EU itself, using a blockchain would make the system virtually immune to fraudulent activities and would fortify it against hacking.

The type of blockchain needed for a specific system falls into one of the following three categories: Permissionless public (e.g., Ethereum and Bitcoin), permissioned public (e.g., Ripple and Stellar) or permissioned private (e.g., Hyperledger and Tendermint). The write/read privileges of a system determines which category of blockchain is required [79].

**EmisChain will most likely require a permissioned public or private DLT system.** First, state is needed since there are data that need to be saved. Second, there will be multiple writers consisting of all the registered vehicles in the system. Third, we do not wish to use a single trusted third party (TTP). Fourth, all writers will be known but not necessarily trusted. Finally, the read permissions of the system will be either private or public. This setting can be easily changed in any permissioned system, as it simply requires allowing or revoking public read access.

The project requirements of the onboard units require that **data are sent twice per day from all 292 million vehicles**—i.e., 584 million transactions per day. The project requirements of the gas stations require that data are sent every time a vehicle refuels, which is estimated at once a week per vehicle, or 42 million transactions per day for all 292 million vehicles. Assuming that all 580 million plus 42 million transactions are scheduled, **the system would have to handle 7,200 transactions per second processing nonstop.** It is therefore important that the transactions are scheduled to some extent, so that the mempool of the blockchain does not overload. How such a system is to scheduled remains outside of the scope of the blockchain implementation.

Table 2 presents a **survey of performance claims of BFT blockchain systems.** Earlier in this section we argue that BFT is a fundamental part of securing a distributed system, therefore **this survey does not include blockchains that are not BFT.** By following the flowchart from Figure 3 we concluded that this project will require a permissioned blockchain; thus, the focus of this survey has been on permissioned DLT systems. To this author’s knowledge all suitable permissioned blockchains under active development with well-documented performance claims have been included in this survey. In order to compare the effectiveness of the PoA consensus mechanism we have included the two largest PoW blockchains and the first PoS blockchain.
<table>
<thead>
<tr>
<th>Name</th>
<th>Consensus</th>
<th>Permissionless/Permissioned</th>
<th>Open Source</th>
<th>Throughput (transaction/second)</th>
<th>Response time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bitcoin</td>
<td>PoW</td>
<td>Permissionless</td>
<td>Yes</td>
<td>3-5</td>
<td>4,680</td>
</tr>
<tr>
<td>Ethereum</td>
<td>PoW</td>
<td>Permissionless</td>
<td>Yes</td>
<td>15-30</td>
<td>360</td>
</tr>
<tr>
<td>NXT</td>
<td>PoS</td>
<td>Permissionless</td>
<td>Yes</td>
<td>4.5</td>
<td>60</td>
</tr>
<tr>
<td>Hyperledger Fabric</td>
<td>PoA</td>
<td>Permissioned</td>
<td>Yes</td>
<td>80,000</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>MultiChain</td>
<td>PoA</td>
<td>Permissioned</td>
<td>Yes</td>
<td>1000-1500</td>
<td>5-10</td>
</tr>
<tr>
<td>Quorum</td>
<td>PoA</td>
<td>Permissioned</td>
<td>Yes</td>
<td>835</td>
<td>5</td>
</tr>
<tr>
<td>Tendermint</td>
<td>PoA</td>
<td>Permissioned</td>
<td>Yes</td>
<td>4,000-10,000</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>Redbelly</td>
<td>PoA</td>
<td>Permissioned</td>
<td>No and not in production</td>
<td>660,000</td>
<td>2-4</td>
</tr>
<tr>
<td>Kadena</td>
<td>PoA</td>
<td>Permissioned</td>
<td>No and not in production</td>
<td>8,000</td>
<td>&lt; 0.1</td>
</tr>
</tbody>
</table>

Table 2: Survey of performance claims for various blockchain systems [109][110][14]

As seen in Table 2, the PoW blockchains (Ethereum and Bitcoin) have a low throughput and high response time compared with the PoA blockchains. The PoS blockchain (NXT) has a slightly faster response time, compared with the PoW, but fails to compete with the PoA blockchains in terms of throughput or response time. The project requirements mentioned in the previous section require a **throughput of at least 7,200 transactions per second**; thus, of the surveyed blockchains, **there are only four possible candidates**, and of the four possible candidates **only two are currently available and open-source**—namely, Hyperledger Fabric and Tendermint.

The following section summarizes Hyperledger Fabric and Tendermint; thereafter, we articulate our decision of which to use for our scalability tests. A summary of the Redbelly blockchain will also follow as it seems to be the most promising future candidate that is backed by academic research in terms of performance and scalability.

Hyperledger Fabric is an open-source permissioned blockchain technology maintained by IBM and hosted by the Linux foundation [18]. Hyperledger features smart contracts, which allows the functionality of an application to reside on the blockchain, thus facilitating high levels of decentralization. Hyperledger has two built-in interchangeable consensus mechanisms, the first is called "solo", which replicates a centralized solution and is used for development [18]. The second interchangeable consensus mechanism is based
on Apache Kafka, which is Crash Fault Tolerant (CFT) [85] [86]. Hyperledger also features a proof-of-concept consensus mechanism based on BFT-SMaRt that is Byzantine fault tolerant (BFT) [18].

Over the past few years, IBM researchers have published multiple, perhaps exaggerated performance claims, the most significant being in 2016 when they stated that experiments had demonstrated that Hyperledger’s BFT consensus mechanism (BFT-SMaRt) is capable of a throughput of about 80,000 transactions per second [110]. However, performance experiments in collaboration with IBM in 2018 using Hyperledger’s CFT consensus mechanism (Kafka) only reached 2,250 transactions per second [112]. The aforementioned CFT consensus mechanism features improved performance over BFT consensus mechanisms at the cost of security, in that it can be disrupted by a single malicious node [11][113].

Tendermint is an open-source permissioned blockchain technology created by Jae Kwon in 2014. Tendermint uses a BFT consensus mechanism, which is similar to the practical Byzantine fault tolerant consensus [17]. Tendermint is relatively lightweight since its BFT consensus method is proof-of-authority, using a voting mechanism, as opposed to the more computationally expensive proof-of-work consensus mechanism [17]. Two different node types exist on the Tendermint blockchain; namely, validator and nonvalidator nodes. Validator nodes are part of the consortium that votes to agree on consensus, while nonvalidator nodes are restricted to reading and proposing transactions on the blockchain. All nodes on the Tendermint blockchain communicate over a persistent encrypted TCP P2P gossip protocol. Unlike Hyperledger, Tendermint does not have smart contract functionality. The Tendermint blockchain is only responsible for data storage and achieving irrefutability through its Merkle tree data structure BFT consensus mechanism.

Performance benchmark tests were conducted on Tendermint in a detailed paper by the CTO of Tendermint [109], hereafter referred to as the previous Tendermint benchmark tests. The previous Tendermint benchmark tests reveal that Tendermint is capable of handling over 4,000 transactions per second with a network consisting of 32 validators spanning seven data centers and five continents [17]. Given that the Tendermint blockchain has evolved since 2016, it is difficult to know if the performance claims from 2016 are still accurate. We will use these previous Tendermint benchmark tests as a guideline and refer to them throughout this report.

Redbelly blockchain was designed by Dr. Vincent Gramoli from Sydney University and is currently not open source. Experiments run on a single data center show that the Redbelly blockchain is capable of handling over 660,000 transactions per second on a network consisting of 300 validators. Running experiments on a single data center is commonly used when benchmarking as network latency is nonexistent. Blockchains are decentralized, therefore the nodes constituting the blockchain network must be distributed over multiple physical locations, which introduces network latency [65]. The latest test runs by Redbelly blockchain from September 2018 used 1,000 validator nodes on 300 machines in 14 geographical regions, including: Europe, South America, North America, and Asia Pacific. The aforementioned experiment yielded results indicate that this blockchain is capable of handling 30,000 transactions per second with an average response time of three seconds per transaction [114].

The Redbelly blockchain is a very promising technology, because it also has the security of BFT and maintains high levels of scalability and performance [20]. Like Tendermint, the Redbelly blockchain is only responsible for the consensus and data storage of the blockchain, thus it does not have a smart contract layer. Unfortunately, there is no information regarding the release of this blockchain to the public.

4.2 High level technical description of the EmisChain architecture

Given the current state of blockchain and DLT systems and the multiple real-world examples given in the first chapter, it is evident that blockchain is mature enough to be
used for EmisChain. However, one of the biggest challenges will be how to design such a system and how to choose a blockchain implementation capable of meeting the performance requirements for the emissions trading market, in addition to tracking and tracing the carbon emissions through the ledger system.

The survey presented in this chapter reveals that **highly scalable permissioned blockchains generally use the PoA as the consensus mechanism** [22]. The main requirement to run such a PoA blockchain for EmisChain is a trusted consortium that can run validator nodes. This consortium might, for example, consist of the 28 countries that make up the EU, where each country would host its own validator node. The analysis of the performance claims from the survey revealed that Tendermint seems to be the most scalable and promising permissioned blockchain available, assuming that the results from the previous Tendermint benchmark tests are still valid.

Tendermint consensus [109] is achieved through a set of identifiable validators that each hold and maintain a full replica of the entire blockchain. Validators take turns proposing new blocks (batches of transactions from its mempool), for each height (or round) of the blockchain. After a new block is proposed by a validator, the remaining validators then vote on the validity of the block proposal. Votes on the validity of a proposed block occurs over two phases; namely, the prevote and the precommit. Each phase of the voting must be approved by over 2/3 of all validators in order to be committed. Figure 6 offers a visualization of the Tendermint consensus process from the proposal stage to the commitment stage.

![Tendermint consensus process](image)

Figure 6: Tendermint consensus process [109]

When transactions are first received by a Tendermint node, they are placed in an in-memory cache known as a mempool. Since the mempool runs on memory, the maximum size of a mempool is restricted by the amount of RAM available. The mempool works as an ordered list where transactions stay until they are proposed in a block. Each node has its own mempool, and the default setting allows nodes to broadcast the transactions stored in their mempool to other nodes. Broadcasting transactions in this manner makes the system more resistant to failures and can decrease the amount of time it takes for a transaction to be added to the blockchain. If large amounts of transactions are being
added to the mempool, this broadcasting feature should be disabled [17]. The Tendermint protocol also maintains a cache used for filtering any transactions that the node has already seen [17].

The Tendermint blockchain features a web-based RPC protocol with an API that runs in each instance on port 26657. There are three different RPC endpoints that allow transactions to be added to the blockchain [115], and they are as follows:

The `broadcast_tx_async` endpoint returns immediately without waiting to find out if the transaction is even valid. It simply conveys the transaction to a validator, which then adds it to the mempool. The `broadcast_tx_sync` endpoint returns with the result of running the transaction through a built-in function called `CheckTx`. This `CheckTx` function checks the validity of the transaction on that single machine and then adds it to the mempool. The `broadcast_tx_commit` endpoint waits until the transaction has been committed and added to the blockchain and only then returns.

Tendermint uses blocks when storing transactions, which has multiple benefits. By batching transactions and storing them together in a block, Tendermint optimizes both throughput and data integrity. The consensus protocol requires that each commit fulfills two rounds of communication across all validators, thus allowing the cost of all transactions in a block to be amortized [109]. All blocks other than the first block (genesis block) are interlinked in that they store the previous block’s block hash. A block hash is a combined hash of all the transactions and can be used to verify if any transactions have been changed. By combining batched hashing of transactions and the interlinking of the blocks, Tendermint is capable of efficiently validating the current state of the blockchain at any time and maintaining data integrity.

Similar to Bitcoin, Tendermint uses the Merkle tree data structure to implement blocks and block hashes [3][109].

In Figure 7 we introduce the architecture of the performance tests on the emissions monitoring system. A local machine connects via remote desktop to the master testing VM, which is hosted on the same Azure virtual network as the slave testing VMs. The master testing VM loads a test scenario that is run and synchronized on all of the slave testing VMs. The slave testing VMs follow the commands in the testing scenario, which tells the slaves to send https requests to the Tendermint validators through the RPC that accepts HTTPS requests. The testing scenario is also used for defining parameters such as the number of concurrent threads running, length of the tests, and size and content of the transactions being sent to the validators.
The architecture used for the validator nodes in this simulation aims to replicate the EU consortium project, which will host validator nodes on cloud computing servers geographically spread across the EU. Since the Azure cloud platform unfortunately does not have data centres in every EU country, we placed six validator instances in each of the five data centres found in the EU: Dublin, Paris, Cardiff, London, and Amsterdam.
All Tendermint validator virtual machines are hosted on 30 instances of Azure’s F2sv2 series, which feature dual-core Intel® Xeon® Platinum 8168 processors with a single core frequency of 3.4GHz and a maximum turbo frequency of 3.7GHz. Each instance also features 4 GB of RAM with SSD storage running Debian version 9.6.

The main change made to the configuration was the disabling of mempool sharing. By default, Tendermint uses mempool sharing to force all validator nodes to broadcast their mempool transactions in to distribute the load between validators. Since the load in our tests is equally distributed across the various validators, enabling mempool sharing would cause an unwanted performance overhead [109]. The max number of open connections allowed by the Tendermint RPC was also increased to 9,000 in the configuration file. The size of the mempool and cache was also increased to 200mb to allow for a buffer of unprocessed transactions. We left the block size used in our tests at the default of 22mb due to the previous Tendermint benchmark tests that indicated that no performance gains are obtained by using larger block sizes.

We replicated the synthesized load of the onboard devices from the vehicles and gas stations through a distributed network of cloud computing servers running the Apache JMeter load testing software. JMeter is an open-source load testing software created by Apache in the Java language. JMeter synthesizes the load by running threads that concurrently send requests to specified targets. In our tests the targets are the Tendermint validators and the load being generated is equivalent to the HTTPS requests. Each validator runs a built-in Tendermint web API that accepts HTTPS requests via port 26657 (as designed by Tendermint).

The Java programming language relies on an automatic process called garbage collection to free up unused memory during run time. If garbage collection runs in the middle of a test it corrupts the test results; therefore, it is important that the Java virtual machine (JVM) that runs Java is properly configured. We logged of all garbage collection activity to improve visibility if tests were corrupted by garbage collection.

In an attempt to additionally bypass the complications of garbage collection, we distributed the load tests over multiple cloud virtual machines (VMs) called testing slave VMs, these slaves are controlled by a single VM called the testing master VM. All testing VMs are on the same virtual network so that the software can schedule and synchronize the entire load without the high latencies that would otherwise disrupt the test results.

Each of the testing slave VMs are hosted on four instances of Azure’s F2sv2 series which feature dual-core Intel® Xeon® Platinum 8168 processors with a single core frequency of 3.4GHz and a maximum turbo frequency of 3.7GHz. Each instance also features 4 GB of RAM with SSD storage running Debian version 9.6.

The testing master virtual machine is hosted on one instance of Azure’s F4sv2 series which features quad-core Intel® Xeon® Platinum 8,168 processors with a single core frequency of 3.4GHz and a maximum turbo frequency of 3.7GHz. This instance also features 8 GB of RAM with SSD storage running Debian version 9.6. All the aforementioned testing virtual machines are hosted at the West Europe Azure data centre.

We expected that our tests would not return the same high level of throughput as the previous Tendermint benchmark tests. The aforementioned benchmark tests were only run for a small sample size of 16 blocks. Given that block creation takes roughly one second according to their results [109], their tests would be based on a sample taken over roughly 18 seconds. All data was also preloaded locally to each validator in the benchmark tests from 2016; therefore, the time it takes to send transactions to the validators is not included in their results. Since the previous Tendermint tests are a benchmarking test, they did not have a motivation for including the cost of sending and receiving transactions across the Internet. Because our tests sought to simulate a real implementation for EmisChain, we did not preload any data. Instead, all transactions were sent from the Azure data centre in Holland.
The testing scenario starts by creating 40, 80, 160, 320, 640, 1,280 or 2,560 threads. Each thread concurrently sends HTTPS requests containing a single transaction to each of the 30 validator nodes using the selected RPC endpoint. Each thread is only capable of handling one request at a time, meaning that each thread must wait for each request to return before the next can be started.

The timeout of each request is 500 milliseconds to connect and five seconds to return. The connection timeout value was chosen based on a study performed in 2014 [116] showing that the average latency across Europe is 27ms; therefore, using 500 milliseconds ensured that we had a buffer. The return timeout value was chosen because it takes approximately one second to add a transaction to the blockchain [17]. Each scenario runs for a total of 120 seconds, which provides a much larger sample size than the previous Tendermint benchmark tests, while also being short enough to avoid relying on virtual machines with large amounts of RAM allocated for the mempool. The contents of each transaction must be unique in order to be added to the blockchain; therefore, each transaction contains a thread number unique to each thread and an internal counter that iterates for each response. Each transaction is sized at 100 bytes, as this allows for storage of 100 characters per transaction. Since this project requires that only numerical emissions data are stored, we decided on the 100-byte transaction size as an overestimate of the storage needed. Tendermint’s performance claims are based on tests with 250-byte transactions, which directly influenced our decision to use a comparable transaction size to make the analysis of the results more comparable. Testing with lower transaction sizes could improve performance and should be further studied.

The functionality of the emissions monitoring system requires that each onboard unit or gas station that sends a transaction knows whether the transaction was successfully added to the blockchain. Therefore, the requests made in the initial test are made using the broadcast_tx_commit endpoint, because this endpoint does not return until the transaction is added to the blockchain. This initial test was run with 40 to 2,560 threads; but regardless of the number of threads, the throughput only reached an average of 750 transactions per second. The average response time for adding a transaction to the blockchain was 2.6 seconds. This initial test failed to satisfy the project requirements and our expectations, which used Tendermint’s performance claims as a guideline.

Given that the initial test results using the broadcast_tx_commit endpoint did not meet the project requirements, we instead looked toward the broadcast_tx_async as a possibility for achieving a higher throughput. In contrast to the broadcast_tx_commit endpoint, the broadcast_tx_async endpoint does not wait for each transaction to be added to the blockchain before returning. This endpoint simply queues a transaction and returns, meaning 640 threads were capable of queuing transactions at a rate of 12,800 transactions per second. The throughput results for this test in isolation merely confirm how many transactions can be queued per second; therefore, a separate Apache JMeter instance was used to query the blockchain at 10-second intervals, asking how many transactions had been added to the blockchain.

As the emissions monitoring system is expected to handle more than 600 million transactions per day, the size of each transaction will have a great impact on the potential performance and growth of the blockchain. Since blockchains are immutable, there is no way of removing old data; thus, long-term data storage could be a potential problem [117]. Each of the transactions sent from either the gas stations or the onboard devices only contain a number; therefore, we chose to test using a transaction size of 100 bytes (or 100 characters), which will allow for future expansion.

Each of the validator nodes only have limited RAM shared between running the operating system and the Tendermint blockchain, which includes the mempool and cache. When initially running the tests, it became evident that the mempool became overloaded in a short amount of time, which made it impossible to run tests for longer periods of time. In the production environment, each machine running a blockchain valida-
tor would require a large amount of RAM as a buffer to prevent such overloading. A single GB of RAM can store over 10 million transactions at a size of 100 bytes before it overloads, meaning a 64GB RAM could be a viable option.

<table>
<thead>
<tr>
<th>Threads</th>
<th>Average Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>640</td>
<td>2,127 tps</td>
</tr>
<tr>
<td>320</td>
<td>2,518 tps</td>
</tr>
<tr>
<td>160</td>
<td>2,126 tps</td>
</tr>
<tr>
<td>80</td>
<td>1,650 tps</td>
</tr>
<tr>
<td>40</td>
<td>1,147 tps</td>
</tr>
</tbody>
</table>

Table 3: Average throughput using multiple threads

The following graph in Figure 10 compares the test results of the aforementioned test scenario run with five thread settings—namely, 40, 80, 160, 320, and 640. The results are plotted such that the number of transactions committed is shown over a 120-second time frame. Table 3: Average throughput using multiple threads presented in Table 3 reveals the average transactions per second for the same test results that are plotted in Figure 10.

Figure 10 demonstrates that the **highest throughput was achieved in the test with 320 Threads, with an average of 2,518 transactions committed per second.** The test with 640 threads could not process as many transactions as the test with 320 threads, this was due to validator nodes that crashed, causing the mempool to overload. The throughput of transactions being queued with 640 threads was too high, such that validators could not commit transactions fast enough to prevent the mempool from overloading. With 320 threads it was possible to queue transactions at a rate that was faster than transactions could be committed, and 120 seconds was a short enough time frame to avoid mempool overload. Since the number of transactions queued per second with 320 threads was much greater than the number of transactions committed, we can be certain that we reached the maximum average throughput of transactions committed per second. It is also visible in the graph from Figure 10 that the runs using less than 320 threads were not queueing enough transactions to meet the maximum throughput of 2,518 transactions per second. From the tests run with 320 threads, we can confirm that the maximum average throughput for this test setup is 2,518 transactions per second.
The previous Tendermint benchmark tests were capable of committing over 4,000 transactions per second with 32 validators spread over seven data centres spanning five continents. The size of the transactions in these previous tests were set to 250 bytes; but unlike our tests, all transactions where preloaded onto each validator node. The preloading of the tests disregards the two-way latency involved with sending and receiving requests. The sample size of the previous Tendermint benchmark tests is also only 16 blocks or ~16 seconds, which is potentially too small to return a realistic result. Finally, the previous tests were also run on a version of Tendermint that was over two years old. The variance in our results compared with the previous Tendermint benchmark tests could come down to any or a combination of the abovementioned differences.

The test results revealed that the Tendermint blockchain is only capable of handling 2,518 transactions per second, but in order to meet the project requirements we would require a blockchain capable of handling over 7,000 transactions per second. This lack of performance implies that running the whole system on a single blockchain is not feasible for this project, although alternative approaches, such as scaling the blockchain horizontally, remain viable options. We discuss horizontal scaling, also known in database terminology as sharding, in Chapter 4.3.

**4.3 EmisChain system specifications and requirements**

The test results analysed in Chapter 4.2 confirmed that by running tests with the broadcast_tx_commit RPC, a throughput above 750 transactions per second cannot be achieved. This prompted us to test with the broadcast_tx_async RPC, which allowed us to reach a throughput of 2,518 transactions per second. The broadcast_tx_async endpoint is missing an important piece of functionality; namely, it does not confirm whether a transaction has been added to the blockchain. This missing functionality could be supplemented with a query call that takes place a certain amount of time ($n$ minutes) after a transaction is initially queued, if after $n$ minutes the transaction is not added then it
would be requeued. This procedure could repeat until the transaction is confirmed as added to the blockchain. Querying the blockchain would take place on nonvalidator (sentry) nodes, thus not using the valuable resources of the validator nodes. Requeuing transactions in this manner can only operate in a blockchain like Tendermint where replica transactions cannot exist.

As mentioned in the previous section, the use of multiple blockchains could be used to obtain a higher level of performance, meaning the load could be split over multiple blockchains running in parallel. This is commonly referred to as sharding [118]. Sharding could help lower the performance and scalability requirements of this project by distributing the load.

An example of a possible sharding scenario would be if each of the 28 countries that make up the EU country ran 28 validator nodes with each node running a separate blockchain. This would allow for each country to have a separate blockchain containing only their data, but because each of the 28 blockchains would have 28 validators, it would ensure the same level of security as using a single blockchain. This approach would allow for a separation of concerns [119] regarding each country’s data storage while maintaining a decentralized network where no single validator node is capable of change the data.

By using the sharding approach, the scalability and performance requirements would be set by the country with the most vehicles. As of January 2018, based on data from the KBA [120], Germany had a total of 63.7 million registered vehicles. By using the project requirements from Chapter 2, the system would therefore have to handle two transactions per day per vehicle and one refuelling transaction per week per vehicle. We can thus estimate that Germany alone will require a total of 136.5 million transactions per day. 136.5 million transactions, if processed over a 24-hour period would equal 1,580 transaction per second.

Our simulation results reveal that Tendermint runs in a similar environment as that needed by the EU and can handle an average of 2,518 transactions per second. If the sharding approach is used, the project requirements would drop to 1,580 transactions per second, thus making Tendermint a feasible option. Such a system could be further sharded by creating separate blockchains for each type of vehicle.

Scheduling algorithms are known for being difficult to optimize and not entirely reliable [121]; therefore, we cannot assume that all transactions will be perfectly scheduled to ensure a stable 1,580 transactions per second over 24 hours. Queues are currently used in Tendermint to keep track of all transactions in the mempool waiting to be inserted into the blockchain. Using machines with large amounts of RAM and using a configuring Tendermint to use a large mempool would offer a buffer to accommodate nonoptimal scheduling and would improve the system’s ability to withstand malicious attacks when the mempool is overloaded.

The transactions that are inserted to the blockchain will come either from the onboard vehicle device or from a gas station. It is possible to roughly schedule the transactions from the onboard devices, as they are fixed at twice daily, but gas station transactions are too unpredictable to schedule. It is therefore important that the system can handle use cases where all gas stations would be concurrently queueing transactions. A statistical report for the year 2016 [88] indicates that Germany has 14,510 gas stations, the most in the EU. Not counting transactions from gas stations, German onboard devices would require 1,475 transactions per second, and given that Tendermint can handle 2,518 transactions per second, 1,043 (2518-1475) of throughput would remain available for gas stations. Since no data are available for the number of pumps at gas stations in Germany, we estimate that each gas station has eight pumps capable of processing payments. If all gas station pumps in Germany were to concurrently send transactions, the system would require at least 78.4 seconds between each vehicle engaged in refuelling to stay within the throughput limit of 1,043 transactions per second. We can thus safely assume that the system can be config-
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ured with a large enough mempool to withstand any such scenario, especially given the unlikely event that every gas station pump in Germany were to be concurrently engaged in refuelling, and also considering the time it would take for each vehicle to refuel a vehicle and pay for the gas.

As the system is currently implemented for testing in its current state, it is vulnerable to DDoS attacks due to the validator nodes being publicly accessible on the Internet. The only way to overcome a DDoS attack on Tendermint is to use sentry node architecture [103], such that nonvalidator nodes act as a proxy by obfuscating the real location of the validator nodes. These sentry nodes would hold a full copy of the blockchain and be connected to the validator nodes via Tendermint’s encrypted p2p protocol. Sentry nodes are allowed to propose transactions but do not participate in the validation. Sentry nodes should be placed on the same network as validators so that latency overhead would be almost nonexistent and have little impact on performance. The mempool of the Sentry nodes also acts as a queue for all transactions waiting to be added to the blockchain; therefore, it is important to have sufficient nodes with sufficient RAM allocated for the mempool.

One attack potential for this application is tampering with the physical onboard devices. Tampering with the software running the onboard devices could allow incorrect data to be sent to the blockchain in an attempt to cheat the system. Thus, gas stations must also submit transactions in order to validate the data sent from the onboard devices. If the software that sends transactions from the gas stations is tampered with, it would potentially leave the system vulnerable to incorrect data being uploaded via corrupted onboard devices. If such an attack were to occur, it would perhaps be hard to detect, but since data stored on the blockchain are immutable, we can be confident that hypothetical attackers would not be able to modify data to cover their tracks on the blockchain.

System failures in large-scale systems can be difficult to predict; as the renowned computer scientist Dijkstra once stated, “Testing shows the presence, not the absence of bugs” [122]. We cannot plan for what we do not understand; therefore, it is important to know how long the recovery time for such a system would be if it were to fail. Below we provide a formula to calculate exactly how many hours it would take for the blockchain to recover and catch up with missing transactions.

\[
 n \times \frac{TSPH}{ATPH-TSPH}
\]

\(n\) = hours of failure

\(TSPH\) = Transactions sent per hour

\(ATPH\) = Average throughput per hour

Below is a concrete example illustrating 24 hours of failure using the project specifications for this project with sharding:

\[
24 \times \frac{1580}{(2518-1580)} = 40.42 \text{ hours to recover}
\]

The storage capacity needed for this project is feasible, even though all data on the blockchain are immutable. If 100 characters were to be stored per transaction (100 bytes) using the abovementioned system and project specifications, with sharding it would cause the blockchain to increase at a rate of 13.65 gigabytes per day (4.98 terabytes per year). As the prices of data storage are steadily decreasing, while the sizes of drives are increasing [123], the cost of storage will not be problematic. As the blockchain grows in size, the time required to synchronize will also increase. For example, if a validator node must format its hard drive and must therefore synchronize with the blockchain in its current state, this would mean the whole blockchain would have to be downloaded and verified. The Tendermint blockchain has an optimized synchronizing feature called fast sync [124], but if the blockchain contains terabytes of data, it could take days or even weeks to download and synchronize. It is im-
important to note that the system will continue to function as normal while synchronizing is taking place, as long as over two thirds of all validators continue to validate.

In the following, we provide an overview of the proposed system which is based on the research conducted for this report.

The main technical observation from this report is that a permissioned public blockchain that is sharded would be an optimal design choice. We propose that the 28 countries that make up the EU would each run 28 Tendermint validator nodes. Each validator node would contain data for only one of the countries. Each country should also run as many sentry nodes (nonvalidator nodes) as possible, which will queue and buffer all incoming transactions. These sentry nodes will need to be on the same virtual network as the validator nodes. All onboard devices are scheduled to send transactions to the sentry nodes in that country twice per day. All gas stations will send transactions to the sentry nodes as each vehicle refuels. The sentry nodes will transfer all transactions to the validators.

The machines running the validator nodes must reach the required system requirements from the Tendermint documentation [125]. Machines running the sentry nodes will require the same system requirements as validator nodes, but with much more RAM. The size of the RAM will depend on how many sentry nodes are created and how much of a buffer is desired.

The size of the mempool and cache must be adjusted accordingly in the configuration file to assure it matches the RAM. Two potential technical issues that may need further investigation include: the data integrity of transactions and retesting with different transaction sizes.
5 Recommendations and Conclusions

Blockchain is a technology that enables various industries to gain a competitive advantage over those that rely only on traditional technologies like databases. As blockchain is a young technology, the adoption for large-scale applications in production is not yet common. There is explicit interest in adopting blockchain for large-scale applications, indicated by the number of pilot projects and the general investment in development using blockchain.

Given the requirements for EmisChain, we have demonstrated and outlined a guideline of how to implement a blockchain-based monitoring system and how to determine which blockchain technology is best-suited for a given project, in light of its requirements. We further determined that the EmisChain project would require a permissioned public blockchain. The monitoring system specifications make assumptions regarding the integrity of the data sent and the security of the communication; these two important subjects require further research.

The tests described in this report demonstrate the performance, various bottlenecks, and feasibility of using a permissioned blockchain to store all carbon emissions data for over 300 million vehicles. Using the analysis of the test results, we proposed the architecture and functionality of the EmisChain project using the permissioned blockchain called Tendermint. The proposed architecture and functionality assume that all transactions are scheduled, which is a key subject that also requires further research.

As of December 2018, our recommendations for the proposed architecture and functionality for implementing such a system are current; however, one must keep in mind that in the near future these recommendations may become outdated in favour of blockchains like the RedBelly blockchain discussed above. From a security perspective, in order to further develop the EmisChain project, more research should also be done in the areas of tamperproof hardware and protection against cyberattacks.

Regarding emissions trading, the proposed system has been designed to address problems regarding future emissions-prediction difficulties, the fairness of granting emissions allowances, and issues concerning data resiliency and the potential for data manipulation invoked by previously attempted solutions. This has been done both by exploiting blockchain features and by creating an ad hoc mechanism for trading.

The proposed emissions trading system is a variation of a so-called cap-and-trade system. This approach requires granting users an initial amount of emissions allowances. Assuming users comply with their emissions allowances, the system guarantees a cap on the total emissions of CO2.

The proposed implementation using smart contracts allows emissions allowances to be traded in a completely peer-to-peer manner among the users of the emissions trading system. The suggested mechanism to trade emissions allowances is a Dutch auction. In the context of a blockchain, it means that exactly one transaction is required to sell an emissions allowance and the workload of the system is kept as low as possible.

While a seller is allowed to set an initial price and a reserve price for every emissions allowance she or he wants to sell, a safety valve system is recommended. In other words, the regulator can set a floor and ceiling price for emissions allowances to prevent carbon emissions allowances from being traded at a price that is below the threshold needed to reduce emissions effectively.

In order to incentivize users of the system to behave according to the amount of emissions allowances they own, we propose different potential feedback mechanisms from the system: fines, a social score mechanism, and the inability to purchase gas in certain situations.
As of December 2018, we recommend implementing the described emissions trading system on Ethereum, which is currently the most commonly used blockchain with smart contract functionality.

Taking into consideration that the European Union wants to control who can serve as a validator in the network, we propose a permissioned version of Ethereum that is public in the context of the European Union.

Finally, we suggest implementing a prototype of both the emissions monitoring system and the emissions trading system so that the economical functioning and environmental effectiveness can be validated in different scenarios. Further load testing with an increased parameter space (such as transaction size) of the above-mentioned prototypes would reduce the likelihood of system failure in production, while also providing an increased understanding of how to optimize these systems.
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